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Science Driver: Discoveries beyond the Standard

Model of Particle Physics

From “Building for Discovery - Strategic Plan for U.S. Particle Physics in the Global

Context” - Report of the Particle Physics Project Prioritization Panel (P5): o (Lr\
: : Q¥ 0
1) Use the Higgs boson as a new tool for discovery ce? 66'?/

2) Pursue the physics associated with neutrino mass Q\Q(\'a*

3) Identify the new physics of dark matter o
4) Understand cosmic acceleration: dark matter and inflation
5) Explore the unknown: new particles, interactions,

and physical principles
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The HL-LHC will produce exabytes of science data
per year, with increased complexity: an average of
200 overlapping proton-proton collisions per event.

During the HL-LHC era, the ATLAS and CMS
experiments will record ~10 times as much data
from ~100 times as many collisions as were used to
discover the Higgs boson (and at twice the energy).

Hadron Collider (HL-LHC) and other HEP experiments in the 2020s
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Our Audience: LHC Physicists and LHC Facility Operations Groups



Analysis Systems
Develop sustainable analysis tools to extend the —
physics reach of the HL-LHC experiments.

* create greater functionality to enable new techniques,
* reducing time-to-insight and physics,

* lowering the barriers for smaller teams, and L J

streamlining analysis preservation, reproducibility, and Data Query, histogramming,

reuse. ) -
plotting, statistical models,
All software is open source fitting, archiving,
reproducibility, publication
Statistical Modeling Language and Tool et e
=== Limit Extraction ST GienoRRe
Rewritten from C++ in Python to use S

1000

a'fferentlable TensorFlow or PyTorch as back end. |:>C++: 10+ hours
Zikelihoods GPU acceleration comes for “free” pyhf: 30 minutes .,

Just released and being incorporated into Analyses Now

2 L L P Logeyg]oy
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Built into SciKit-HEP, a suite of packages that are being adopted by the community



Salvatore Rappoccio @srappoc... 13h
Replying to @claranellist

Successfully reduced a workflow that
used to take O(2 days) to a jupyter
notebook that takes O2 minutes).

O3 11 Q5 oo uproot

Salvatore Rappoccio awkward array
@srrappoccio coffee

&

Replying to @srrappoccio @claranellist
This improvement brought to you
by @iris_hep software.

"Processed 18455107 events in
75.30 s = 245074.18 Hz"

QOur previous workflow topped out
at 1000 Hz.
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DIANAHEP
And IRIS-HEP



Fundamental R&D related to the central challenges of organizing,
managing, and providing access to exabytes of data from process
systems of various kinds.

« Data Organization: Improve how HEP data is serialized and stored. E Data Factory/source

- Data Access: Develop capabilities to deliver filtered and transformed eve (e.g. TO or sim)
streams to users and analysis systems. ?- Data Store/Lake

« Data Management: Improve and deploy distributed storage infrastructure ™ Intelligent Data
spanning multiple physical sites. Improve inter-site transfer protocols anc “Ids¥ Delivery Service (DDS)
authorization. Data Gache

2l g
S X ServiceX / Intelligent Data Delivery
Low-latency delivery of numpy- i e e

friendly data transformed from
experiment custom formats

enabling the use of community o
supported data science tools. i <

(joint effort with Analysis Systems) Jupyter Notebook




Algorithms for real-time processing of detector data i
the software trigger and offline reconstruction are
critical components of HEP’s computing challenge.

* How to redesign tracking algorithms for HL-LHC?

n

* How to make use of major advances in machine learning (ML)?

$4 4 ¢ mkFit — Parallel Track Fitting
NIER b % F ‘ —
¢+ . Develop track finding/fitting ;:?00;'2":;'1’“; """ CMSSW
¢t  implementations that work S0 Geeeebee| MKF
efficiently on many-core s F I : : :
architectures (vectorized and ;5’00;' AR
parallelized algorithms): 200F {3+ —i— ...... .
e 4x fagter track bundlng w/ S|_m|_lar 100_\,+ ______ ==
physics performance in realistic T T :
benchmark comparisons I, S SO S S
. . ) ) ‘f’r ‘(;r /1 . 2 !/r/ (s «S})/@ (‘_/’0{
Now being integrated into CMS production software Yy, o,

Will supply tracking enhancements for ~3500 physicists

Pileup in the HL-LHC wiill
increase combinatorics
dramatically



~300 have attended various small trainings we’ve run or sponsored

Ir1S
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HEP Software Training

Software Sustainability Core

Training CERN school of computing . / c?j?ist: E:hguosl)[DE)
f— MLHEP school (EU) X . 4/ INFN ESC school (IT)
Industry (Intel, NVIDIA, ...) > /
\-

Advanced Ph.D. Students, Postdocs, Senior

CMSDAS
Advanced ROOT-\ _ / ATLAS tutorial series
Geant4 HEP domain periment / LHCb starter kit
$ TN, o software /
training

Programming tr‘aining ROOQT Data

Python
Data science _\’ . . Carpentries ‘/ cit $
T —
tailored for HEP .

IRIS-HEP Fellows

/ N

Sample Topics: Git, OpenMP, SciPy, ML, Random

Numbers, Columnar Data Analysis, Vectorization, Fellows Program
etc. Provides opportunities

Direct Value to IRIS-HEP for undergraduate and
graduate students to

become teachers, and previous within the larger HEP
students are now team-members and Computational/Data s G o
In IRIS_HEP. Science Communlty- San Diego (Germany) Management (Kolkata)

Jun-Aug 2019 Jan-Mar 2020 Jun-Sep 2019

Not just value to the community!


http://codas-hep.org/
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Scalable Systems Laboratory

Goal: Provide the Institute and the HL-LHC experiments
with scalable platforms needed for development in st | oudoomets
context. Facilities R&D

River — a repurposed UChicago CS research cluster now being
used to test/run IRIS-HEP projects.

Services

CoDaS-HEP school environment, ServiceX test bed.

Kubernetes based cluster, can run the OSG-LHC
environment, school environments, etc. Experimenting
with “no-ops” management.

Collaborating with a CyberTraining project (OAC-1829707, 1829729) as well as a growing number of international collaborators.



Open Science Grid - LHC

The OSG is a consortium dedicated to the advancement of all of
open science via the practice of Distributed High Throughput

T : Site (None)
Computing, and the advancement of its state of the art. B R - o o
« IRIS-HEP supports LHC operations and development of the S e . e
consortium. B3 e S0 Sl T
Mi“iOﬂS Of HOUFS/Day 24 Hours m 12 Months ‘.v‘vik(: X Jr’
5 AWA 0n PN'\ -0 OW 6% ‘/:'T--Mexico“% ;j“é‘lm v
\YD/\/\/ W Lty o i
4 / V T o "::1 quwev/m;h‘ = oertofico
3
2 » Work to separate local site hardware and
1 softh_:lre support by moving services into
containers.
29'ays ago 14 days ago Now « Transitioning security service to use tokens

Particle physicists all over the world depend on these services and scheduling of processing hours (~10,000)



Some (blased) Impact Highlights

Open is not enough

/| XiacliChen'?, Siinje Dallmeier-Tiessen', RobinDasler', Sebastian Feger'*, Pamfilos Fokianos',
I HarriHirvonsalo'**, DinosKousidis', ArtemisLavasa', Salvatore Mele',
iguez', Tibor Simko', Tim Smith', Ana Trisovic's*, Anna Trzcinska'
loannis Tsanaktsidis', Markus Zimmermann', Kyle Cranmer®, Lukas Heinrich®, Gordon Watts’,
MichaelHildreth®, LaraLloret Iglesias®, KatiLassila-Perini* and Sebastian Neubert™

& solutions adopted by the high-energy physics community to foster reproducible resaarch areeximp\ H:e t|l actices
Id be embraced more widely. This fi ence suggests

hep

7\ VECTOR ™~ FLATIRON
INSTITUTE \\

AUE @ DeepMind

@hep

Machine Leamingand the Physical
Sciences

@NeurlPS

Co-Sponsored: interest in ML in physics and the
sciences is very high in the global community.
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For a Global Field

Collabonation

1S
hep

Global community is ~O(30K)




Community Building

IRIS-HEP came out of the S212-HEP: Conceptualization Process

“The result: a
Programme of Work
for the field as a
whole, a multifaceted
approach to
addressing growing
computing needs on
the basis of existing or
emerging hardware.” —
Eckhard Elsen (CERN
Director of Research
and Computing),
editorial published
with Roadmap

forthe 20205

This was a community building exercise:

» 17 workshops from 2016-2017

» More than 20 papers of ideas submitted to
the physics archive

« Roadmap published in “Computing and
Software for Big Science”

Part of IRIS-HEP’s mandate is to continue this process o

« Blueprint meetings to build field-wide consensus on
specific problems.

* The Fellows Program

» Topical Meetings: seminars on topics of interest.

» Sponsorship of conferences and workshops like
PyHEP 2020, and LAWSCHEP 2019.

~900 have attended various small workshops we’ve run or sponsored




Summary

e I|IRIS-HEP was funded on e Community Outreach
September 1st 2018 o We've reached almost 1000 people with
o We are approaching the end of the our workshops, and another 300 with our
design phase training efforts _ _
o Projects in all phases (design, prototype, o We continue to organize Blueprint
and production) exist. workshops to build community
o We are fully staffed, ~30 FTE’s consensus.
o  Full description of projects available on o Next
our website, http://iris-hep.org o Start Execution Phase September 2020
e Community Impact o  Work on integrating projects in prototype
o Software is being adopted by others, in stage into coherent and scalable
some cases dramatically. software for the community
o  Facilities work in SSL and OSG is o The “Snowmass Process- 2021” provides
leading the international field an opportunity for us to update the

Community White Paper/Roadmap.


http://iris-hep.org/

